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Resources
• Repository: https://github.com/dmlc/treelite
• Documentation: http://treelite.io
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Why Treelite?

Prediction 
Subroutine

model.h
model.c

Contains everything 
you’ll need to make 
prediction with the 
model

Deployment

Front-end

Host Machine
XGBoost

LightGBM

Scikit-learn

Model
Builder

Common
Model Schema

Models from
various packages

Treelite

Target Machine
Shared library

(.dll/.so/.dylib)

Application

Runtime package
(optional)

Back-end: 
Optimize for fast 

prediction
C compiler

Provide common interface for predicting 
with multiple tree models and libraries
• Support multiple tree models:

Random Forests vs. Gradient Boosted Trees
• Support multiple tree libraries:

XGBoost, LightGBM, Scikit-learn etc.
• Deploy prediction logic apart from other 

dependencies
Speed up prediction by compiling trees
• Prediction throughput is particularly important for 

batch prediction tasks (e.g. ad ranking, doc scoring)
• Provide GCC/Clang with model information at 

compile-time, allowing for better optimization
Convenient API
from treelite import Model
from treelite.runtime import Predictor
model = Model.load('my.model', 'xgboost')
model.export_lib('gcc', './mymodel.so')
predictor = Predictor('./mymodel.so')

Compiling decision trees

Benchmarks

Annotate branches
Tell GCC/Clang the
expected likelihood of
each split condition

Map split thresholds to integers
More to be added in the future
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if ( /* comparison test for the test node */ ) {
/* ... code for the left child node ... */

} else {
/* ... code for the right child node ... */

}

• One EC2 instance, of type m4.16xlarge
• Gradient boosted trees, 1600 trees
• 2-5x speedup
• Optimizations cuts CPI by half

https://github.com/dmlc/treelite
http://treelite.io/

